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Abstract 
Introduction: This article is the result of research entitled “Signal processing system for the detection of people 

in agglomerations in areas of public space in the city of Cúcuta”, developed at the Universidad Francisco de 

Paula Santander in 2020.

Problem: The high percentage of false positives and false negatives in people detection processes makes 

decision making in video surveillance, tracking and tracing applications complex. 

Objective: To determine which technique for the detection of people presents better results in terms of respon-

se time and detection hits.

Methodology: Two techniques for the detection of people in uncontrolled environments are validated in Python 

with videos taken inside the Universidad Francisco de Paula Santander: Background subtraction and the YOLO 

algorithm.

Results: With the background subtraction technique, we obtained a hit rate of 84.07 % and an average response 

time of 0.815 seconds. Likewise, with the YOLO algorithm the hit rate and average response time are 90% and 

4.59 seconds respectively.

Conclusion: It is possible to infer the use of the background subtraction technique in hardware tools such as 

the Pi 3B+ Raspberry board for processes in which the analysis of information in real time is prioritized, while 

the YOLO algorithm presents the characteristics required in the processes in which the information is analyzed 

after the acquisition of the image.

Originality: Through this research, aspects required for the real-time analysis of information obtained in pro-

cesses of people detection in uncontrolled environments were analyzed. 

Limitations: The analyzed videos were taken only at the Universidad Francisco de Paula Santander. Also, the 

Raspberry Pi 3B+ board overheats when processing the video images, due to the full resource requirement of 

the device.

Keywords: Hit rate, Comparative, People detection, Background subtraction, YOLO algorithm.

Resumen
Introducción: Este artículo es resultado de la investigación titulada “Sistema de procesamiento de señales para 

la detección de personas en aglomeraciones en zonas de espacio público de la ciudad de Cúcuta”, desarrollada 

en la Universidad Francisco de Paula Santander en el año 2020.

Problema: El alto porcentaje de falsos positivos y falsos negativos en los procesos de detección de personas 

hace que la toma de decisiones en las aplicaciones de videovigilancia, seguimiento y localización sea compleja. 

Objetivo: Determinar qué técnica de detección de personas presenta mejores resultados en cuanto a tiempo de 

respuesta y aciertos en la detección.

Metodología: Dos técnicas para la detección de personas en entornos no controlados son validadas en Python 

con videos tomados dentro de la Universidad Francisco de Paula Santander: la sustracción de fondo y el al-

goritmo YOLO.

Resultados: Con la técnica de sustracción de fondo se obtuvo una tasa de acierto del 84,07 % y un tiempo 

de respuesta medio de 0,815 segundos. Asimismo, con el algoritmo YOLO, la tasa de acierto y el tiempo de 

respuesta promedio son del 90% y 4,59 segundos respectivamente.

Conclusión: Es posible inferir el uso de la técnica de sustracción de fondo en herramientas de hardware como 

la placa Raspberry Pi 3B+ para procesos en los que se prioriza el análisis de la información en tiempo real, 

mientras que el algoritmo YOLO presenta las características requeridas en los procesos en los que se analiza 

la información después de la adquisición de la imagen.
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Originalidad: A través de esta investigación se analizaron los aspectos necesarios para el análisis en tiempo 

real de la información obtenida en los procesos de detección de personas en ambientes no controlados.

Limitaciones: Los videos analizados fueron tomados sólo en la Universidad Francisco de Paula Santander. 

Además, la placa Raspberry Pi 3B+ presenta efectos de sobrecalentamiento al procesar las imágenes de vídeo, 

debido a la gran cantidad de recursos que requiere el dispositivo.

Palabras clave: tasa de aciertos, comparativa, detección de personas, sustracción de fondo, algoritmo Yolo.

Resumo
Introdução: Este artigo é resultado da pesquisa intitulada “Sistema de processamento de sinais para detecção 

de pessoas em aglomerações em áreas do espaço público da cidade de Cúcuta”, desenvolvida na Universidade 

Francisco de Paula Santander em 2020.

Problema: a alta porcentagem de falsos positivos e falsos negativos nos processos de detecção de pessoas 

torna complexa a tomada de decisões em aplicações de vigilância por vídeo, rastreamento e rastreamento.

Objetivo: Determinar qual técnica de detecção de pessoas apresenta melhores resultados em termos de tempo 

de resposta e acertos de detecção.

Metodologia: Duas técnicas de detecção de pessoas em ambientes não controlados são validadas em Python 

com vídeos feitos na Universidade Francisco de Paula Santander: Subtração de fundo e algoritmo YOLO.

Resultados: Com a técnica de subtração de fundo, obteve-se uma taxa de acerto de 84,07% e um tempo médio 

de resposta de 0,815 segundos. Da mesma forma, com o algoritmo YOLO, a taxa de acerto e o tempo médio de 

resposta são 90% e 4,59 segundos, respectivamente.

Conclusão: É possível inferir a utilização da técnica de subtração de background em ferramentas de hardware 

como a placa Pi 3B + Raspberry para processos em que a análise da informação em tempo real é priorizada, 

enquanto o algoritmo YOLO apresenta as características requeridas nos processos em qual a informação é 

analisada após a aquisição da imagem.

Originalidade: por meio desta pesquisa, foram analisados ​​os aspectos necessários à análise em tempo real 

das informações obtidas nos processos de detecção de pessoas em ambientes não controlados.

Limitações: Os vídeos analisados ​​foram realizados apenas na Universidade Francisco de Paula Santander. 

Além disso, a placa Raspberry Pi 3B + superaquece ao processar as imagens de vídeo, devido à necessidade 

de recursos completos do dispositivo.

Palavras-chave: Taxa de acerto, Comparativo, Detecção de pessoas, Subtração de fundo, algoritmo YOLO.

1. INTRODUCTION
The detection of people is one of the most interesting topics in research today. Several 
alternatives for detection processes have been proposed, such as computer vision 
techniques [1] and deep learning algorithms [2]. In uncontrolled environments, ob-
ject detection becomes complex, and even in cases where the object of interest is 
the human body, the challenge is even greater [3], since in this type of process it 
is not possible to predict the behaviour of variables such as the number of people 
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circulating simultaneously, their location with respect to the video camera and the  
luminosity level  when the images are captured [4].

Background subtraction is a computer vision technique often used to separate 
moving objects from the image background [5]. In normal conditions, the hit rate when 
applying the background subtraction technique is around 90 %.[6], but being suscep-
tible to variations in brightness and noise levels in the image, it is common that this 
value tends to decrease [7].

The YOLO (You Only Look Once) algorithm is presented as an alternative to 
the detection and classification processes, since through a single neural network it is 
capable of predicting the limits and probability of distinguishing an object as a person 
according to previous training, achieving a hit rate of around 90% [8]. The main de-
ficiency in the processes implemented with the YOLO algorithm, lies in the errors of 
location of the detections [9].

This article presents the application and comparison of the background sub-
traction technique and the YOLO algorithm, according to the hit rate and the response 
time of the processing system, when analyzing video images captured in uncontrolled 
environments at the Francisco de Paula Santander University in Cúcuta, Colombia. 
The processing system consists of a 5 Mpx Raspberry Pi video camera, a Raspberry Pi 
3B+ embedded board and programming is done in the Python programming language.

2. LITERATURE REVIEW
The following are high-impact investigations related to the application of the back-
ground subtraction technique and the YOLO algorithm focused on the people 
detection. This background refers to research processes developed since 2015.

For the background subtraction, Jeon et al. [6]  proposes a system for the de-
tection of people based on an infrared camera and generates the background of the 
images, to which a differentiation of pixels and edges is applied, in order to define the 
candidate regions for detection. By means of filtering, they remove the noise from 
the image and redefine the candidate regions according to the size information of 
the objects, considering the line of sight of the video capture device. Likewise, Zuo 
et al. [10] performs a detection based on improvements in the image background by 
modeling Gaussian mixtures. The method consists of 3 stages in which the image 
is segmented and the value of the pixels is replaced by an average value of pixels. 
Similarly, the technique of half-wave threshold is applied, accompanied by morpho-
logical operations for noise removal. Finally, the image background is updated in an 
adaptive way. In turn, Miranto, Sulistiyanti y Arinto [11] proposes a tracking system for 
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detecting people based on adaptive background subtraction with Gaussian mix mod-
elling, which adapts to dynamic changes in light levels, as well as to the movement 
of small objects that are ignored by the processing system. Liu et al. [12] performs 
a modeling process for the background subtraction of moving objects based on the 
characterization of components of the image background. The method was devel-
oped for grayscale images, although it can be replicated for color images. First, the 
components are initialized and updated in such a way that the information contained 
in them is potentialized. Then, a number of components are assigned and generated, 
thus allowing for the detection of moving objects in the foreground of the image. Also, 
Htun, Zin and Tin [13], are carrying out a study of image processing techniques for a 
surveillance system in the care of the elderly, in which they propose stages of object 
detection and feature extraction accompanied by a Markov model. Object detection is 
performed by means of the background subtraction technique in which they segment 
the background by means of a Gaussian mixture model, which facilitates the stages of 
feature extraction and decision, generating high hit rates. Likewise, Mariappan, Thong 
y Muthukaruppan [14] propose a methodology for the design of a video surveillance 
system for motion detection, based on the OpenCV library and a camera as a sensor. 
The detection algorithm consists of grayscale conversion stages, image background 
segmentation, smoothing filters and thresholding. The method is highly efficient and 
runs smoothly on both a computer and the BeagleBoard. Li et al. [15] develop a system 
for monitoring people with an aerial camera by means of algorithms based on neural 
networks, in which, as a first stage, an extraction of regions of interest is performed 
by subtracting the background, where they perform the subtraction of the object that 
circulates through the main frame with the background of the image, accompanied by 
filtering stages by morphological operations based on a 3x3 structural element and 
the operation of dilation and thresholding processes. In this way, the characteristics of 
interest are extracted and the decision process is improved. Also, Rantelobo et al. [16], 
developed a monitoring and people-counting system using an embedded Raspberry 
Pi 3 board, through image processing with web server communication. The process-
ing consists of stages of conversion to grey, segmentation and subtraction of the im-
age background, morphological operations and approximation of the image contour 
area. The detection system has high hit rates and a response time that theoretically 
guarantees the processing of information in real time.  

As for the YOLO algorithm,  Ren, Fang and Djahel [17], propose a method for 
detecting and counting people based on five stages; so that the video capture device 
is set first. In the second stage they detect people by additional training of the con-
volutional neural network, while in the third stage they count by means of a selection 
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of limits. In the fourth stage, the information obtained in the count is analyzed while 
the last stage refers to the visualization of the detections. Likewise, Vaidya et al. [18] 
compare various configurations of neural networks and select a series of algorithms 
for the detection of people and compare them with the YOLO algorithm. They are able 
to process up to 45 frames per second, and for the YOLOv3 version, they demonstrate 
a high requirement of hardware tools, so they carry out the study with the Tiny YOLO 
version. In addition, Lucian et al. [19] propose a method for the detection of lower 
extremities of the human body, for which they perform a geometric approximation 
by processing images in 2D images in search of legs. Due to the variability of the 
input data, they use deep learning techniques such as the YOLO algorithm in version 
2 and Tiny YOLO. By testing these techniques, it is obtained that the ideal method for 
training and evaluation is Tiny YOLO with batches of 64 images, gradient descent of 
0.8 and learning rate of 0.01. Also, Ahmad, Imran and Adnan [20], propose a method 
for detecting and counting people from an aerial view using the YOLO algorithm. The 
dataset used for the training corresponds to frontal aerial images, while for the tests, 
they use the YOLO weight file in its version 3, which comes pre-trained. The location 
of the device that captures the images from a position that alludes to an aerial view, 
generates a reduction in the errors in the detections and allows a greater number of 
people to intervene during the processing of the images. Yang et al. [21] developed 
a system for adaptive object detection based on time differences. The detection is 
done through a platform called ToDo, focused on the tracking and tracing of objects, 
previously trained with the YOLO algorithm. The system presents hits of up to 93% 
and achieves a reduction of GPUs in the system of up to 17%. Likewise, Liu et al. [22] 
developed a system for the detection of attacks on people with sharp weapons based 
on the YOLO algorithm, as an alternative to conventional methods of metal and X-ray 
detection. Initially, the system had a low number of images for training and testing, 
which was increased with data amplification techniques. The system improves pro-
cess detection by approximately 3 %. Also, Aktas et al. [23] propose a method for the 
design of assistance systems for the disabled by detecting surfaces when separating 
people from them using the YOLO algorithm with the training of approximately 4600 
images. The success rate fluctuates between 70% and 90%. Bohush and Zakharava 
[24] developed a method for monitoring people indoors using convolutional neural
networks using the YOLO algorithm is version 3. The color analysis is done in HSV,
with a total of 29 convolutional layers and equals and improves upon conventional
methods of detecting people. Real-world processing is achieved by using CUDA tech-
nology and NVIDIA GTX 1060 graphics card.
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3. METHODOLOGY
In processes of people detection in uncontrolled environments, techniques and 
strategies are required to diminish processing errors due to overlapping, noise and 
variations in luminosity levels that affect process reliability [25]. A methodology based 
on three stages is proposed. The first stage concerns the location of the video cap-
ture device, taking into account factors such as the height and line of sight of the 
device. The second stage corresponds to the application of the background subtrac-
tion technique and the YOLO algorithm for the detection of people in uncontrolled 
environments. Finally, in the third stage, a comparison is made between the tech-
niques applied with respect to the hit rate and the processing response time [26], 
as shown in Figure 1. The methodology developed for the background subtraction 
technique is approached from a mathematical point of view, because it is presented 
as a combination of basic concepts for image processing. Similarly, the methodology 
developed in the YOLO algorithm is approached from a computational point of view, 
because the algorithm is presented as an alternative for real-time object detection in 
computers without GPUs (graphics processing unit).

Process start Video camera
location 

Application
of people
detection

techniques

Background
subtraction

YOLO
algorithm

Comparison
of techniques

Response
time

Detection
successes

Figure 1. Proposed methodology.
Source: own work

Similarly, Figure 2 shows the hardware and software components of the pro-
cessing system. The module consists of a 5 Mpx Raspberry camera connected via 
CSI standard to an embedded Raspberry Pi 3B+ board. The software tools used 
for the Python programming language and the specialized computer vision library  
OpenCV [27].
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Figure 2. Processing system.
Source: own work

3.1 Video camera location
The device is located in the building Aula Sur SF at a height of 4.2 meters to avoid 
overlapping of people and have as many as possible in the visible range of the camera 
[28] [29]. A horizontal line of sight of up to 15 meters is presented. Figure 3 illustrates
the video camera location inside the Francisco de Paula Santander University.

Figure 3. Video camera location. 
Source: own work
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3.2 Application of people detection techniques
In this stage, the necessary foundations for the application of the background sub-
traction technique and the YOLO algorithm are defined.

3.2.1 Background subtraction
Figure 4 shows the block diagram describing the process for people detection by 
background subtraction.

Original 
image

Grayscale
conversion

Binary
segmentation

FilteredAdaptative
thresholding Detections

Figure 4. Block diagram of the background subtraction process.
Source: own work

Initially, the image obtained by the video camera is converted to grayscale, 
and then it is segmented in a binary way in order to separate in advance the image 
background and the main frame. Then, Gaussian blur filtering and morphological op-
erations are performed to facilitate the adaptive process of thresholding with search 
of external contours.  In this way, the objects in movement, present in the main frame 
of the image, are differentiated.

The grayscale conversion is obtained by estimating values between 0 and 255 
to the pixels by behavior patterns[30][31], as shown in Equation 1.

y = y = (b * 0.11) + (g * 0.59) + (r * 0.3) (1)

Subsequently, the creation of a mask based on regions of interest with an initial 
threshold value of 0.3 is proposed as a basic segmentation method for obtaining the 
binary image [32]. 

Likewise, the image obtained is filtered by two methodologies: Softening or 
Gaussian blurring [33], and by morphological operations [34]. Equation 2 shows the 
way in which Gaussian blurring is performed, where the values of x should fluctuate 
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between -3 and 3 times the value of the standard deviation of the pixels, thus avoiding 
the tendency to infinity towards the negative side of the plane [35]. Equation 3 shows 
the mathematical expression related to the morphological operation of closure, as an 
improvement to the basic operations of dilation and erosion, so that an image A dilates 
and later erodes with respect to a structural element B.

1
f (x) = (2)

σ   2Π

x2

2σ2
e

A ● B = (A ⊕ B) ⊖ B (3)

Once the image has been filtered, a second threshold process is carried out, but 
this time by the adaptive method of Otsu to distinguish the moving objects that are 
candidates for people according to the size they occupy in the image [36]. Equation 4 
shows how the optimal threshold value for distinguishing people is obtained, where L 
refers to the number of brightness levels. 

(4)σ B2 σ B2(t * ) =max0≤t≤L-1 [log2 (t * )]

To denote the limits of the detected objects, the simple method of approaching 
and searching for contours is used, which manages to reduce the number of contours 
from 734 to 4, decreasing the memory space required during processing [37]. 

3.2.2 YOLO algorithm
YOLO is based on the use of convolutional neural networks to detect objects in im-
ages and videos by deep learning [38]. The YOLOv3 version is used for its fast object 
detection and real-time processing capability. Figure 3 shows the neural network ar-
chitecture on which YOLO is based [39]. 
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Figure 5. Architecture of the YOLO algorithm. 
Source: adapted from [39]

The YOLO algorithm is based on the GoogLeNet classification model [40], and 
has 24 convolution layers and 2 connection layers [9]. For the present case, the algo-
rithm is trained according to the COCO dataset, which has 80 object categories and 
more than 330,000 images of which approximately 200,000 are tagged. Because of 
the number of images provided by the data set and the fact that one of the 80 catego-
ries are people, it is not necessary to create a new data set or apply data enhancement 
techniques [41].

The methodology proposed for the implementation of the YOLO algorithm con-
sists of 4 stages. In the first stage, the initial configuration of the files required for the 
implementation of YOLO is carried out. In the second stage, the image is converted 
to grayscale and then decomposed into the R, G and B channels, in order to know 
characteristic information according to the color scales [42]. In the third stage, the 
network input is configured by transforming the image into a blob.  In the fourth stage, 
the Non-Maximum Suppression (NMS) algorithm is applied, so that redundancies in 
detection are eliminated [43]. The methodology is shown in Figure 6. 
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Original 
image

Initial
configuration

Grayscale
conversion

Configuration
input to the

network

Non-Maximum
SuppressionDetections

Figure 6. Block diagram of the YOLO algorithm process. 
Reference: the authors

The files required for the implementation of the YOLO algorithm are those of 
weights, categories and configuration [44], which are available on the GitHub collab-
orative development platform. [45]. First, an initial configuration is required for the 
system with proposed values, which are shown in Table 1. The values referring to the 
number of divisions, subdivisions, size and other configuration values of the captured 
image are defined. Likewise, values are defined referring to learning rates of the neural 
network.

Table 1. Initial configuration of the parameters required by the YOLO algorithm.

Initial configuration of the YOLO algorithm for people detection
Parameter Value Parameter Value

Batch 64 Saturation 1.5

Subdivisions 16 Exposure 1.5

Width 512 Hue 0.1

Height 512 Learning rate 0.0001

Channels 3 Burn in 1,000

Momentum 0.9 Max batches (500,200)

Decay 0.00005 Policy (400000, 450000)

Angle 0 Scales (0.1, 0,1)

Source: own work

Like the background subtraction technique, the YOLO algorithm requires a 
pre-processing stage where the image is converted to grayscale. In addition to this, 
the processing proposes the separation of the red, green and blue channels of the 
image, in order to know characteristic information of the image such as trends in the 
tone, [46], relevant when defining neural network input parameters.
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Neural network input data are obtained from the conversion of image informa-
tion into a blob [47]. Table 2 shows the configuration of the neural network input data 
for the third stage of the detection process. The required values are those referring 
to normalization scale, image size, average for the subtraction of pixels to the three 
image channels, and configuration of the order of the channels.

Table 2. Neural network input configuration

Configuration input to the network
Scale Size Mean SwapRB Crop

0.00392 (416,416) (104,117,123) True False

Source: own work

Once the input of the neural network is configured and the processing is execut-
ed, a confidence value is generated in the detection of the candidate objects [48]. The 
confidence value used is 0.6 and functions as a threshold, so that detections above 
this value are categorized as persons, and those below the threshold are omitted from 
the output window.

In learning detection processes, it is common to find redundancies in the detec-
tions, thus increasing the number of false positives in the process. For this reason, the 
Non-Maximum Suppression (NMS) algorithm is used as a post-processing technique 
[49][50], thus reducing exit assumptions and, therefore, redundancies in detection. For 
this process, an NMS threshold value of 0.5 is used.

3.3 Comparison of techniques
The comparison between the techniques for people detection in uncontrolled en-
vironments is made as a function of the response time of each algorithm and its 
effectiveness with respect to the number of hits in the detections. For the measure-
ment of the response time, the task manager tool available on the Raspberry Pi 3B+ 
board is used, while the hit rate of the detections is obtained according to the mean 
square error with respect to the number of false positives and false negatives.
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4. RESULTS
The video capture device, a 5MP Raspberry Pi camera, is located at a height of 4.2 
meters with a line of sight to the circulation of people, in the Aula Sur F building of the 
Francisco de Paula Santander University, as shown in Figure 7.

Image 1	 Image 2

Figure 7. Captured images.
Source: own work

Figure 8 illustrates the images resulting from the background subtraction pro-
cess. First, the grayscale conversion is shown. Then, the binary segmentation of the 
image is presented, as well as the result of the filtering both by Gaussian blurring and 
by morphological closing operation. Finally, the detections obtained when performing 
an adaptive thresholding process by the Otsu method with a simple contour approx-
imation are shown. Only the moving objects that circulate in the main frame of the 
video image are displayed.

Grayscale Binary segmentation Filtered Adaptative 
thresholding

Im
ag

e 
1

Im
ag

e 
2

Figure 8. Background subtraction process. 
Source: own work
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The images obtained during the processing of the video image for the detection 
of people using the YOLO algorithm are also presented. Figure 9 shows the separation 
of the R, G and B channels after the conversion to grayscale.  

Channel R Channel G Channel B

Im
ag

e 
1

Im
ag

e 
2

Figure 9. Separation of color channels in the image. From left to right the red channel, 
green channel and the blue channel. 

Source: own work

From Figure 9 it is possible to infer a tendency to red in the captured images. In 
addition, figure 10 shows the images obtained during processing for the detection of 
persons using the YOLO algorithm. Redundancies in the detections are observed, so 
the need for a post-processing stage is inferred.

Image 1	 Image 2

Figure 10. YOLO algorithm detections. 
Source: own work
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Detection redundancies are eliminated by applying the Non-Maximum 
Suppression algorithm as a post-processing method. Figure 11 shows cleaner detec-
tions, without redundancy, which improve system performance as the false positive 
rate of processing is reduced. 

Image 1	 Image 2

Figure 11. Application of the Non-Maximum Suppression algorithm to the detections 
obtained through the YOLO algorithm. 

Source: own work

Once the application of the background subtraction technique and the YOLO 
algorithm for the detection of persons is completed, the comparison between the 
techniques is made with respect to the response time and the rate of success in the 
processing. Figure 12 shows the comparison between the techniques according to the 
response time in the Pi 3B+ raspberry plate. 
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Figure 12. Response time comparison between background subtraction 
technique and YOLO algorithm.

Source: own work
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For the background subtraction technique, the response time is between 0.75 
and 0.91 seconds and has an average value of 0.815 seconds. Likewise, when using 
the YOLO algorithm, the average response time is 4.59 seconds, with values ranging 
from 4.21 to 4.94 seconds.

In addition, Table 3 presents the comparison between detection techniques 
according to the percentage of hits, with respect to the actual number of people circu-
lating in the main frame of the video image. The values shown in the YOLO algorithm 
section refer to those obtained at the end of the post-processing stage through the 
Non-Maximum Suppression algorithm where redundancies are eliminated. The sub-
traction technique is a detection method based on the size of the objects, so it is not 
appropriate to apply a post-processing stage, as it is done in the YOLO algorithm, 
which performs detections regarding similarity of shapes.

Table 3. Successes of the people detection techniques in open spaces.

Technique Real number 
of people

Number of 
detections

False 
positives

False 
negatives Error

Background subtraction 32 28 1 5 15.93 %

YOLO algorithm 32 29 0 3 10 %

Reference: the authors

The background subtraction technique presented a mean square error of 
15.93%, while this value when using the YOLO algorithm was 10%.  These errors are 
mostly due to the number of false negatives when processing the captured images.

5. DISCUSSION
The detection of people in uncontrolled environments represents a challenge in peo-
ple detection systems. The method proposed when using the background subtraction 
technique showed an error rate close to 16 %, due to factors such as dependence on 
the shade of the garments, for according to the method of segmentation of the back-
ground of the image used, the sequence is lost in the outline of the images and the 
same object is counted as multiple persons; or it is not catalogued as such. In addition, 
another factor that influences the efficiency of the detection system by background 
subtraction is the variation in the luminosity levels while the image is being captured. 
Therefore, an adaptive threshold stage was proposed by the Otsu method, thus allow-
ing the coupling and differentiation of moving objects by mitigating the errors due to 
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shadows generated by light. The proposed method can reduce the error rate by up to 
approximately 5% and is close to the values found in the literature in previous research 
if an adaptive method of segmentation of the image background has been added, as 
this would generate a greater hardware requirements; a relevant aspect if we take into 
account that the resources available on a Raspberry Pi 3B+ board are limited. Also, 
the YOLO algorithm presented a 10% error rate that is within the values handled in 
previous investigations. The main disadvantage of the proposed method with respect 
to the background subtraction technique is in the response time of the algorithm for 
real-time detection processes. It should be noted that the time obtained includes the 
time used in the post-processing stage by the Non-Maximum Suppression technique, 
as, although it is not within the basic stages of a detection process by the YOLO algo-
rithm, it was additionally proposed in this research in order to mitigate errors due to 
overlapping in the image. 

Similarly, the processes immersed in the proposed methodologies of the tech-
niques in question can be improved if they are implemented in programming languag-
es such as M (Matlab), focused on matrix manipulation, algorithms and information 
representation, as these also have specialized tools for signal and image processing. 
This would generate better performance in the detection process, but a greater invest-
ment for licensing costs in the implementation of them.

6. CONCLUSIONS
In the context of uncontrolled environments, detection processes become complex, 
causing hit rates to decrease regardless of the technique used. With the background 
subtraction technique, a hit rate of 84.07 % is obtained, while when using the YOLO 
algorithm, this value rises to 90 %.

The difference of approximately 6 % in the hit rate between the techniques used 
is due to factors such as overlapping, light changes and color dependence of the 
garments when using the background subtraction technique. These problems are 
mitigated with the YOLO algorithm.

The response time, when applying the background subtraction technique, 
was on average 5 times less than when applying the YOLO algorithm. From this, it 
is possible to recommend the use of the background subtraction technique in hard-
ware tools such as the Raspberry Pi 3B+ board for processes in which the analysis of 
information in real time is prioritized, while the YOLO algorithm presents the charac-
teristics required in processes where the information is analyzed after the acquisition  
of the image.
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